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Introduction
o Observation: Multiple visual recognition problems in

different semantic domains can be simultaneously
solved through a joint formulation instead of being
handled independently.

o Intuition: The semantics across different domains
are associated with the same visual entity and
hence there are intrinsic correlations among them to
facilitate the joint inference of all of these visual
semantics.

Joint probability:

Joint probability:

Inference and learning:

Experiments on E-Alum and G-Album

Experiments on VP Dataset

Experiments on SUN 09 Dataset
We achieve 41.4% correctness for top-3 presence prediction, 
while that of HContext is 38%.

Conclusion
We propose a correlational Gaussian processes for cross-
domain visual recognition with the relational models based on
both the positive and negative co-occurrence statistics. Our
proposed algorithm flexibly explores both the pairwise and
high-order relational models. It works well for visual
recognition tasks in all individual domains.
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