
Diverse Human Motion Prediction via Gumbel-Softmax Sampling
from an Auxiliary Space

Lingwei Dang
South China University of Technology

Guangzhou, Guangdong, China
csdanglw@mail.scut.edu.cn

Yongwei Nie∗
South China University of Technology

Guangzhou, Guangdong, China
nieyongwei@scut.edu.cn

Chengjiang Long
Meta Reality Lab

Burlingame, CA, USA
clong1@fb.com

Qing Zhang
Sun Yat-sen University

Guangzhou, Guangdong, China
zhangqing.whu.cs@gmail.com

Guiqing Li
South China University of Technology

Guangzhou, Guangdong, China
ligq@scut.edu.cn

CVAE

DLow

Ours

Latent Codes
Sampling CVAE Decoding

Gaussian Distribution

Generating

Generating Gumbel-Softmax 
Sampling

Auxiliary Space

Sampling &
CVAE Decoding

Sampling &
CVAE Decoding

Predicted Last PosesCovered Modes

Observed Poses

Gaussian Distributions

Gaussian Distributions

Observed Poses

Figure 1: Different strategies for sampling diverse results from an imbalanced multimodal distribution. The vanilla CVAE
model randomly samples latent codes from a prior distribution which are then decoded into results that only reside in the
major mode of the target distribution. DLow [52] first generates multiple Gaussian distributions, and then samples latent
codes from different Gaussian priors. The Gaussian priors can be viewed as corresponding to different modes of the target
distribution, therefore this method can cover more modes than random sampling. Our method generates multiple Gaussian
distributions by sampling points from an auxiliary space. Due to the high flexibility and capacity of the space, our method is
able to cover even more modes than DLow. The rightmost are the last poses of future pose sequences predicted from a given
input, all stacked together to visually show that our results are more diverse than the others.

ABSTRACT
Diverse human motion prediction aims at predicting multiple pos-
sible future pose sequences from a sequence of observed poses.
Previous approaches usually employ deep generative networks to
model the conditional distribution of data, and then randomly sam-
ple outcomes from the distribution. While different results can be
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obtained, they are usually themost likely ones which are not diverse
enough. Recent work explicitly learns multiple modes of the con-
ditional distribution via a deterministic network, which however
can only cover a fixed number of modes within a limited range. In
this paper, we propose a novel sampling strategy for sampling very
diverse results from an imbalanced multimodal distribution learned
by a deep generative model. Our method works by generating an
auxiliary space and smartly making randomly sampling from the
auxiliary space equivalent to the diverse sampling from the target
distribution. We propose a simple yet effective network architecture
that implements this novel sampling strategy, which incorporates a
Gumbel-Softmax coefficient matrix sampling method and an aggres-
sive diversity promoting hinge loss function. Extensive experiments
demonstrate that our method significantly improves both the di-
versity and accuracy of the samplings compared with previous
state-of-the-art sampling approaches. Code and pre-trained models
are available at https://github.com/Droliven/diverse_sampling.
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1 INTRODUCTION
Human Motion Prediction (HMP) has a wide range of applications
in autonomous driving, human-robot interaction, and animation
creation. Most previous works [1–3, 9, 11–15, 19, 25–28, 31, 32,
34, 35, 37, 39–41, 45, 46] perform deterministic HMP that only
generates one result in the future. Recently, many diverse HMP
approaches can predict multiple possible future motions. Due to
the stochasticity of human motion, multiple solutions naturally
exist, and forecasting them is of great importance in practice. For
example, it would be better for a vehicle to know that a pedestrian
in front of it may not only walk ahead but also turn left suddenly.

Diverse HMP approaches like [6, 24, 50] adopt deep generative
networks, such as GAN [20] or CVAE [23], to learn a conditional
distribution of future poses given previous ones. Taking CVAE as
an example (see Figure 1 top), after training a CVAE, one can ran-
domly sample latent codes (noises) from a prior distribution (e.g.,
a Gaussian prior), and then decode the random noises to future
sequences by the CVAE decoder. However, since the CVAE model
is obtained by maximizing the likelihood of the training data that
is often highly imbalanced, it usually learns an imbalanced multi-
modal conditional distribution. Latent codes drawn at random from
the prior distribution most probably correspond to the most likely
results that fall in the dominant mode of the distribution of data,
while ignoring other results of low probability but high fidelity.

Recently, Yuan et al. [52] proposed a method called DLow sam-
pling. As shown in the second row of Figure 1, given observed
poses, DLow uses a neural network to generate multiple Gaussian
distributions, and then samples latent codes from all the gener-
ated Gaussian distributions. They optimize the network to diversify
the Gaussian distributions, making them corresponding to differ-
ent modes of the target distribution. However, directly generating
Gaussian distributions has two limitations. Firstly, a network can
only generate a fixed number of Gaussian distributions, while there
may exist much more modes in the target data distribution. Sec-
ondly, it entangles the performance of diverse prediction with the
learning of the network parameters, requiring the latter to consider
all training data and make tradeoffs between them, thus in turn
limiting the diverse prediction performance.

In this paper, we propose a sampling strategy that disentangles
the above direct dependency between a network and the intermedi-
ate Gaussian distributions. As shown in the third row of Figure 1, in-
stead of Gaussian distributions, we learn a set of basis vectors from
the observed poses. We assume that the basis vectors determine

an auxiliary space, and any linear combination of the basis vectors
corresponds to a point in the auxiliary space. We randomly sample
a set of points from the auxiliary space by the Gumbel-Softmax
sampling strategy, and then map them to Gaussian distributions
which finally correspond to different modes of the target distribu-
tion. In other words, we use a network to learn an auxiliary space,
and build the following connection between the auxiliary space
and the target distribution: randomly sampling from the auxiliary
space corresponds to diverse sampling from the target distribution.
The diverse prediction is now tied to the structure of the auxiliary
space rather than directly to the parameters of a network. Since
the auxiliary space can be flexibly deformed in terms of both size
and shape, our sampling method can cover all modes of the target
distribution in theory, supporting very diverse human motion pre-
diction. Note that at the training stage, we sample a fixed number
of points from the auxiliary space, which facilitates the training of
the auxiliary space. After training, since the shape of the auxiliary
space has already been constructed, we can sample any number of
points from it.

The Gumbel-Softmax sampling method samples points from the
auxiliary space by generating a coefficient matrix that linearly com-
bines the basis vectors. There exist other sampling strategies such
as Uniform-Softmax sampling and Gaussian-Softmax sampling. We
compare with them and find that the Gumbel-Softmax sampling is
more effective as it is more aggressive in assigning larger weights to
relatively fewer basis vectors. Training/testing with these weights
can make better use of each basis vector to sample more distinctive
points from the auxiliary space that correspond to more diverse
modes of the target distribution. Finally, In order to train our model,
we propose a hinge-diversity loss function which explicitly requires
the distance between any pair of predictions to be greater than a
user-specified threshold. The hinge-diversity loss further strength-
ens the diversity of predictions while less affecting their accuracy.

In summary, the contributions of this work are three-fold:

• We propose a novel sampling method that is highly capable
and convenient for diverse and accurate sampling from a
complex imbalanced multimodal distribution, by converting
sampling from the distribution into randomly sampling of
points from an auxiliary space.
• We propose a Gumbel-Softmax sampling method to sample
points from the auxiliary space, and a hinge-diversity loss
to train our framework, both of which further improve the
performance of our method.
• Extensive comparisons and ablation experimental results
conducted onHuman3.6M [22] andHumanEva-I [44] demon-
strate the effectiveness of our approach.

2 RELATEDWORK
Deterministic Human Motion Prediction. Most previous ap-
proaches target deterministic HMP, by which only one output is
produced per sequence of historical poses. Considering the abil-
ity of Recurrent Neural Networks (RNNs) in modeling temporal
dependencies of sequential data, many approaches [3, 11, 12, 19,
28, 32, 39, 41, 45] use RNNs to tackle the sequence-to-sequence
HMP problem, which however usually suffer from problems of dis-
continuity and error accumulation. Instead of RNNs, recent works
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[13–15, 25–27, 31, 34, 35, 37, 38] employ Graph Convolutional Net-
works (GCNs) [18, 42, 43] for this task, as GCNs are effective in
discovering spatial and temporal relations between pairs of human
joints. Similar to GCNs, Transformer [17, 48] can capture long-term
dependencies between human joints, and has been adapted to han-
dle the deterministic HMP problem [1, 2, 9, 40]. Different from the
above methods, this paper attempts to tackle stochastic HMP which
outputs multiple possible results given one input.

Diverse Human Motion Prediction. Many efforts have been
paid to the diverse HMP problem [4–6, 10, 24, 29, 33, 36, 47, 50, 52].
For example, Barsoum et al. [6] proposed HP-GAN which is a gen-
erative adversarial framework that models the probability density
function of future human poses conditioned on given poses. At
test time, a random vector z controls the generation of different
future poses. Yan et al. [50] proposed MT-VAE using VAE [23, 30]
to model the conditional distribution of data. In MT-VAE, a ran-
dom variable z encodes a latent transformation that transforms
the observed poses to specific future poses. Both GANs and VAEs
randomly sample latent vectors z from a prior distribution which
however are usually decoded into similar results. To alleviate the
problem, Kundu et al. [24] proposed BiHMP-GAN in which a dis-
criminator is used to regress the random vector z originally fed into
the generator, enforcing one-to-one mapping between the latent
vector z and the corresponding motion prediction. Aliakbarian et al.
[5] believed that the generative models tend to ignore the random
vectors. To prevent such ignoring, they proposed a Mix-and-Match
perturbation mechanism to sufficiently mix random noises and
conditional poses in [5]. In their later work [4], a random noise
is generated directly conditioned on the input poses. Instead of
randomly sampling z, Yuan et al. [52] proposed a sampling strategy
called DLow by which different random vectors that correspond
to diverse predictions are explicitly inferred, achieving impressive
results in sampling from minor modes. However, DLow is limited
by its design of inferring random vectors directly from a network.
Our method disentangles this dependency and obtains more diverse
results with higher accuracy. Recently, the method of [36] directly
maps a random vector together with the observed poses to a fu-
ture sequence, without relying on generative models. For results
of different random vectors but the same input poses, it applies a
diversity loss to enlarge the differences between them, and mean-
while uses many prior constraints to guarantee their plausibility.
We compare with this very different method and show that our
method outperforms it on diversity and accuracy metrics.

3 METHODOLOGY
We use CVAE to model the distribution of data, then propose a
post-hoc sampling strategy to sample diverse results from the distri-
bution. We therefore first introduce the background of CVAE-based
stochastic HMP. Since our method is based on DLow [52], we also
briefly introduce DLow, and finally describe our method in detail.

3.1 Background
3.1.1 CVAE-based Stochastic Prediction. Let 𝑝 (y|x) denote the dis-
tribution of y given x, where x is an observed pose sequence and
y is a possible future pose sequence that may appear after x. To
sample y from 𝑝 (y|x), one usually introduces a latent variable z

and reparameterizes 𝑝 (y|x) as 𝑝 (y|x) =
∫
𝑝 (y|x, z)𝑝 (z)𝑑z. Then, y

can be generated in two steps:

z ∼ 𝑝 (z),
y = G𝜽 (x, z),

(1)

where a random vector z is sampled from a prior distribution 𝑝 (z)
(e.g., Gaussian) at first, then y is generated by a deterministic func-
tion G𝜽 parameterized by 𝜽 taking x and z as input. To learn G𝜽 , a
popular way is to use a CVAE which maximizes the log-likelihood
of data y given x, by introducing an approximate posterior 𝑞(z|x, y)
and maximizing the following evidence lower bound (ELBO):

log 𝑝 (y|x) = log
∫

𝑝 (y|x, z)𝑝 (z)𝑑z

= log
∫

𝑝 (y|x, z)𝑝 (z)
𝑞(z|x, y) 𝑞(z|x, y)𝑑z ≥ E𝑞 log

𝑝 (y|x, z)𝑝 (z)
𝑞(z|x, y) .

(2)

CVAE models the two distributions of 𝑞(z|x, y) and 𝑝 (y|x, z) by
two neural networks F𝝓 and G𝜽 , and estimates their parameters
by optimizing the following loss function:

L(y, 𝝓, 𝜽 ) = −KL
(
𝑞𝝓 (z|x, y)∥𝑝 (z)

)
+ E𝑞𝝓 log𝑝𝜽 (y|x, z) . (3)

During training, the encoder F𝝓 first generates z given x and y,
and then the decoder G𝜽 reconstructs the input y given z and x. At
test time, one can sample a z from the prior distribution 𝑝 (z), and
then predict a ỹ by G𝜽 given z and x. For multiple predictions, one
needs to sample z1, · · · , z𝐾 independently, and predict ỹ1, · · · , ỹ𝐾
accordingly using the same x. However, extensive experiments
demonstrate that the diversity of ỹ1, · · · , ỹ𝐾 is not satisfactory.

3.1.2 DLow Sampling. To enable diverse prediction, Yuan et al. [52]
proposed DLow. Given x, they used a network Q𝝍 parameterized
by 𝝍 to generate 𝐾 Gaussian distributions:

{(A𝑘 , b𝑘 )}𝐾𝑘=1 = Q𝝍 (x), (4)

where A𝑘 ∈ R𝑛𝑧×𝑛𝑧 , b𝑘 ∈ R𝑛𝑧 are variance and mean of the 𝑘𝑡ℎ
Gaussian distribution, and 𝑛𝑧 is the dimension size. Then, they
predicted 𝐾 results by:

𝝐 ∼ N(0, 1),
z𝑘 = A𝑘𝝐 + b𝑘 , 1 ≤ 𝑘 ≤ 𝐾,
y𝑘 = G𝜽 (x, z𝑘 ), 1 ≤ 𝑘 ≤ 𝐾.

(5)

Compared with Eq. 1, the above DLow sampling method learns
𝐾 Gaussian distributions and uses the reparameterization trick to
sample latent variables from these distributions: z𝑘 ∼ N(b𝑘 ,A𝑘 ),
and finally maps z𝑘 and the input poses x to future poses using G𝜽
that has already been learned by the CVAE model.

More formally, DLow samples a result y𝑘 from the distribu-
tion of 𝑟𝝍 (y𝑘 |x) =

∫
𝑝𝜽 (y𝑘 |x, z𝑘 )𝑟𝝍 (z𝑘 |x)𝑑z𝑘 where 𝑝𝜽 (y𝑘 |x, z𝑘 )

is the conditional distribution modeled by G𝜽 , and 𝑟𝝍 (z𝑘 |x), i.e.,
N(b𝑘 ,A𝑘 ), is the latent distribution modeled by the network Q𝝍 .

To train Q𝝍 , DLow minimizes the following diversity loss to
enlarge the distances between pairs of results predicted from the
same input x:

L𝑑𝑖𝑣 =
1

𝐾 (𝐾 − 1)

𝐾∑︁
𝑖=1

𝐾∑︁
𝑗≠𝑖

exp

(
−
D2 (ỹ𝑖 , ỹ𝑗 )

𝜎

)
, (6)
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Figure 2: On one hand, we use a network N𝜷 to generate a base matrix from the observed poses. On the other hand, we employ
the Gumbel-Softmax samplingmethod to generate a coefficient matrix. Themultiplication of the twomatrices samples multiple
points from the auxiliary space determined by the base matrix. We then employ another network N𝜸 to map these points to a
set of Gaussian distributions from which latent codes are drawn and finally decoded into future pose sequences.

where ỹi or ỹj denotes a predicted pose sequence, and D(·, ·) cal-
culates the Euclidean distance between two predictions. Besides,
the following accuracy loss is minimized:

L𝑎𝑐𝑐 = min
𝑘
∥y − ỹ𝑘 ∥2, 𝑘 ∈ [1, 𝐾] . (7)

This loss computes L2 distance between every prediction ỹ𝑘 and
the ground truth y and returns the minimum one. Minimizing this
loss makes at least one of the predictions similar to the ground
truth. Finally, a Kullback-Leibler divergence loss is imposed:

L𝐾𝐿 = KL
(
𝑟𝝍 (z𝑘 |x) | |𝑝 (z)

)
, 𝑘 ∈ [1, 𝐾], (8)

where 𝑝 (z) is the prior distribution used to train the CVAE. This
loss makes z𝑘 correspond to a high-likelihood sample y𝑘 under the
generative model 𝑝𝜽 (y|x, z), guaranteeing the plausibility of the
predicted poses.

3.2 Our method
While DLow improves sampling diversity compared to the random
sampling method, we observe that its effectiveness is limited in two
ways. (1) Firstly, DLow entangles its prediction performance with
the learning of the network Q𝝍 . However, the network is trained on
all the training data, hence its performance is inevitably averaged
over all the data, reducing its ability to make extreme predictions
existing at minor modes. (2) Secondly, due to the entanglement,
DLow can only sample 𝐾 predictions at a time. However, it is
more preferable that a sampling method can sample any number
of samples at test time.

To solve these problems, we propose a new sampling method
which disentangles the direct correlation between the tasks of di-
verse prediction and the network parameter learning. Figure 2
illustrates the sampling process of our method. On one hand, we
design a network N𝜷 parameterized by 𝜷 that takes x as input and
outputs a base matrix B ∈ R𝑀×𝑛𝑏 :

B = N𝜷 (x), (9)

where each row of B is a basis vector of dimension 𝑛𝑏 and there
are𝑀 basis vectors in total. One can imagine that the basis vectors
together form a space which we call “auxiliary space” in this paper.

A point in the space can be obtained by linearly combining the basis
vectors. On the other hand, we use the Gumbel-Softmax sampling
strategy (introduced later) to sample a coefficient matrix W ∈
R𝐾×𝑀 in which each row W𝑖 (𝑖 ∈ [1, 𝐾]) contains 𝑀 weights
used to combine the basis vectors. These weights should satisfy∑𝑀
𝑗=1W𝑖, 𝑗 = 1. Then, we multiply W and B together to obtain

a point matrix WB ∈ R𝐾×𝑛𝑏 where each row represents a point
sampled from the auxiliary space. This operator samples 𝐾 points
from the auxiliary space in total. Finally, we use another network
N𝜸 : R𝐾×𝑛𝑏 → R𝐾×𝑛𝑧 parameterized by 𝜸 to further transform
the 𝐾 points to Ak and b𝑘 :

{A𝑘 , b𝑘 }𝐾𝑘=1 = N𝜸 (WB) . (10)

Based on the above preparations and incorporating with the
sampling process defined in Eq. 5, our sampling process is (Alg. 1):

𝝐 ∼ N(0, 1),
B = N𝜷 (x),
W← Gumbel-Softmax sampling,

{A𝑘 , b𝑘 }𝐾𝑘=1 = N𝜸 (WB),
z𝑘 = A𝑘𝝐 + b𝑘 , 1 ≤ 𝑘 ≤ 𝐾,
y𝑘 = G𝜽 (x, z𝑘 ), 1 ≤ 𝑘 ≤ 𝐾.

(11)

Compared with DLow which relies on a network to directly output
different Gaussian distributions, our method samples the Gaussian
distributions from the auxiliary space characterized by B. At the
training stage, the sampling number 𝐾 is fixed to train the struc-
ture of the auxiliary space and make it match with the sampling
strategy (e.g., Gumbel-Softmax random sampling) such that the
points sampled from the space by the sampling strategy can yield
predictions of high diversity. At test time, since the auxiliary space
and the relationship between the space and the sampling strategy
has already been established, we can sample any number of points
as needed. We stress that although our model is trained on all the
training data, these data are used to form the shape of the auxiliary
space which is flexible and adjustable to accommodate all the data.
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Algorithm 1 Diverse sampling from a complex distribution by
randomly Gumbel-Softmax sampling from an auxiliary space
Input: Observed pose sequence x, number of samples𝐾 , auxiliary

space generation network N𝜷 , Gaussian distribution genera-
tion network N𝜸 , CVAE decoder network G𝜽

Output: A set of samples {ỹ𝑘 }𝐾𝑘=1
1: B = N𝜷 (x) // generate an auxiliary space given input poses
2: W← Gumbel-Softmax sampling // see Algorithm 2
3: P = WB // MultiplyW and B to obtain a point matrix P
4: {A𝑘 , b𝑘 }𝐾𝑘=1 = N𝜸 (P) // convert points into means and variances
5: 𝝐 ∼ N(0, 1) // sampling an 𝝐 from the normal distribution
6: for 𝑘 = 1 to 𝐾 do
7: z𝑘 = A𝑘𝝐 + b𝑘 // reparameterization trick
8: ỹ𝑘 = G𝜽 (x, z𝑘 ) // decode z𝑘 and x into a result ỹ𝑘
9: end for

In the following, we detail components of our model that help
shape the auxiliary space.

3.2.1 Network Architectures. We have two sub-networks 𝑁𝜷 and
𝑁𝜸 . For 𝑁𝜷 , the input is x ∈ R𝐽 ×𝐶×𝐻 where 𝐻 is the length of the
input sequence, 𝐽 is the number of joints of a pose, and each joint
has𝐶 coordinates. The output is B ∈ R𝑀×𝑛𝑏 . Firstly, we use a GCN
[37] to extract features in R𝐽 ×𝐹 from x where 𝐹 is the dimension
size of the features. Then, we use an MLP to map the feature map
in R𝐽 ×𝐹 to B in R𝑀×𝑛𝑏 . For 𝑁𝜸 , we employ another MLP that maps
a feature map in R𝐾×𝑛𝑏 to a feature map in R𝐾×𝑛𝑧 . Please refer to
the supplemental material for more details of the network designs.

3.2.2 Gumbel-Softmax Sampling. We randomly sample a coeffi-
cient matrixW by the Gumbel-Softmax sampling method (Alg. 2)
by which each row W𝑖 (𝑖 ∈ [1, 𝐾]) ofW is calculated as:

𝑢𝑖 𝑗 ∼ U(0, 1), 𝑗 ∈ [1, 𝑀],
𝑔𝑖 𝑗 = −log(−log(𝑢𝑖 𝑗 )), 𝑗 ∈ [1, 𝑀],

W𝑖 𝑗 =
𝜋 + 𝑔𝑖 𝑗
𝜏

, 𝑗 ∈ [1, 𝑀],

W𝑖 = Softmax(W𝑖 )

(12)

where U(0, 1) is the uniform distribution, 𝜋 and 𝜏 are parameters of
the Gumbel distribution which are set to 1/𝑀 and 1, respectively.

Besides the Gumbel distribution, we can also sample from a uni-
form or Gaussian distribution at first and then apply the Softmax
normalization to obtain a coefficient matrix. However, Gumbel-
Softmax sampling is more aggressive than Uniform-Softmax and
Gaussian-Softmax sampling in assigning larger weights for a few
basis vectors while making other basis vectors sharing just a small
portion of the weight. In other words, the Gumbel-Softmax sam-
pling strategy can samples points more near to the basis vectors.
This benefits the learning of the basis vectors, because the network
only needs to diversify the basis vectors to obtain diverse Gaussian
distributions and eventually generate diverse poses. Please see our
ablation study of comparisons among them.

3.2.3 Training Losses. Let {ỹ𝑘 }𝐾𝑘=1 be the 𝐾 results predicted from
an input, we impose three kinds of loss functions on {ỹ𝑘 }𝐾𝑘=1 to
train the proposed sampling framework.

Algorithm 2 Gumbel-Softmax coefficient matrix generation
Input: Number of coefficient vectors 𝐾 , dimension size 𝑀 of a

coefficient vector, Gumbel distribution parameters 𝜋 and 𝜏
Output: A coefficient matrixW ∈ R𝐾×𝑀
1: Declare a matrixW ∈ R𝐾×𝑀
2: for 𝑖 = 1 to 𝐾 do
3: for 𝑗 = 1 to𝑀 do
4: 𝑢 ∼ U(0, 1) // sample a value from uniform distribution
5: 𝑔 = −log(−log(𝑢))
6: W𝑖 𝑗 =

𝜋+𝑔
𝜏

7: end for
8: W𝑖 = Softmax(W𝑖 ) // normalize the 𝑖𝑡ℎ row ofW
9: end for

(1) Hinge-diversity loss. In order to enhance the diversity of the
results, we propose the following hinge-diversity loss:

Lℎ𝑑𝑖𝑣 =
1

𝐾 (𝐾 − 1)

𝐾∑︁
𝑖=1

𝐾∑︁
𝑗≠𝑖

max
(
0, 𝜂 −



ỹ𝑖 − ỹ𝑗 

2) , (13)

where 𝜂 is a user-defined threshold. By the hinge-diversity loss,
we explicitly enforce the distance between any pair of generated
predictions to be no less than 𝜂. Compared with the diversity loss
defined in Eq. 6, the hinge-diversity loss is more aggressive in
enforcing the diversity of the predictions while less affecting the
accuracy of the results (see ablation studies).

(2) Accuracy loss. To ensure the accuracy of results, we also adopt
the accuracy loss L𝑎𝑐𝑐 defined in Eq. 7 that enforces at least one of
the predictions to be similar to the ground truth.

(3) KL loss. Finally the KL loss defined in Eq. 8 is a very important
loss which ensures the model to produce realistic and plausible
results instead of thosewith high diversity but are physically invalid.
Our KL loss is now defined as:

L′𝐾𝐿 = KL
(
𝑟𝜷,𝜸 (z𝑘 |x) | |𝑝 (z)

)
, 𝑘 ∈ [1, 𝐾], (14)

where 𝑟𝜷,𝜸 (z𝑘 |x) is the latent distribution of z𝑘 encoded by net-
works 𝑁𝜷 and 𝑁𝜸 with parameters of 𝜷 and 𝜸 .

Altogether, our training loss is:

L = 𝜆ℎ𝑑𝑖𝑣Lℎ𝑑𝑖𝑣 + 𝜆𝑎𝑐𝑐L𝑎𝑐𝑐 + 𝜆𝐾𝐿L′𝐾𝐿, (15)

where 𝜆s are hyper-parameters used to balance the three terms.

4 EXPERIMENTS
4.1 Experimental Settings
Datasets. Following [36, 52], we evaluate our method on two public
motion capture datasets: Human3.6M1 [22] and HumanEva-I2 [44].
(1) Human3.6M contains 7 subjects each performing 15 action
categories. We use the data of five subjects (S1, S5, S6, S7, S8) for
training, and the other two (S9, S11) for testing. After removing
redundant joints, each pose has 17 joints. We input 25 frames, i.e.,
0.5s (50fps), to forecast 100 frames (2s) in the future. (2)HumanEva-
I comprises 3 subjects each performing 5 action categories. Each
1The authors Lingwei Dang and Yongwei Nie signed the license and produced all the
experimental results in this paper. Meta did not have access to the Human3.6M dataset.
2We strictly comply with the agreement of using this dataset for non-commercial
research purpose only.
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Table 1: Quantitative comparisons. All the results are calculated by sampling 50 times for each input historical pose sequence.
The best results are marked in bold.

Method Human3.6M [22] HumanEva-I [44]
APD ↑ ADE ↓ FDE ↓ MMADE ↓ MMFDE ↓ APD ↑ ADE ↓ FDE ↓ MMADE ↓ MMFDE ↓

deterministic LTD [37] 0.000 0.516 0.756 0.627 0.795 0.000 0.415 0.555 0.509 0.613
MSR [15] 0.000 0.508 0.742 0.621 0.791 0.000 0.371 0.493 0.472 0.548

stochastic

Pose-Knows [49] 6.723 0.461 0.560 0.522 0.569 2.308 0.269 0.296 0.384 0.375
MT-VAE [50] 0.403 0.457 0.595 0.716 0.883 0.021 0.345 0.403 0.518 0.577
HP-GAN [6] 7.214 0.858 0.867 0.847 0.858 1.139 0.772 0.749 0.776 0.769
BoM [7] 6.265 0.448 0.533 0.514 0.544 2.846 0.271 0.279 0.373 0.351

GMVAE [16] 6.769 0.461 0.555 0.524 0.566 2.443 0.305 0.345 0.408 0.410
DeLiGAN [21] 6.509 0.483 0.534 0.520 0.545 2.177 0.306 0.322 0.385 0.371

DSF [51] 9.330 0.493 0.592 0.550 0.599 4.538 0.273 0.290 0.364 0.340
DLow [52] 11.741 0.425 0.518 0.495 0.531 4.855 0.251 0.268 0.362 0.339
GSPS [36] 14.757 0.389 0.496 0.476 0.525 5.825 0.233 0.244 0.343 0.331

Ours 15.310 0.370 0.485 0.475 0.516 6.109 0.220 0.234 0.342 0.316

History GT End Pose of 10 Samples History GT End Pose of 10 Samples

Human3.6M HumanEva-I
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Figure 3: Qualitative comparisons. For the same input, we show end poses of 10 predicted results. Please see actions of the poses.
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Figure 4: Holistic views of results. 1000 pose sequences are predicted and projected to 2D points. Note the regions marked with
red boxes where our method can sample points from while DLow and GSPS fail to.
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pose has 15 joints. We forecast 60 future poses (1s, 60fps) given 15
(0.25s) frames.

EvaluationMetrics.We use fivemetrics to evaluate our method.
(1)APD: the Average Pairwise Distance of results predicted from an
input [5]. This metric measures the diversity of the results. (2) ADE
and FDE: ADE computes the Average Displacement Error between
the ground truth and the result most similar to the ground truth.
FDE, which stands for Final Displacement Error, only calculates
the distance between the last pose of GT and the last pose of the
most similar result to GT. (3) MMADE and MMFDE are the multi-
modal versions of ADE and FDE which were introduced in [52]. To
compute them, for each training sample (x, y), one needs to search
the whole dataset for a set of {(x𝑝 , y𝑝 )}𝑃𝑝=1 whose past motion
x𝑝 is similar enough to x, and take their future motion {y𝑝 }𝑃𝑝=1
as the pseudo ground truths of x. MMADE is then computed as:
1
𝑃

∑𝑃
𝑝=1min𝑖



ỹ𝑖 − y𝑝

2 , 𝑖 ∈ {1, · · · , 𝐾}. Similar to FDE, MMFDE
only calculates the error of end poses. By ADE, FDE, MMADE, and
MMFDE, we can know the accuracy of results.

We employ additional metrics, e.g., ADE-m, FDE-m, ACC, FID
suggested by [8] for further evaluation. please refer to the supple-
mentary material for more details.

Implementation Details. In default, we use𝑀 = 40 basis vec-
tors. At training time, we sample 𝐾 = 50 points from the auxiliary
space. At test time, we set 𝐾 = 50 to compare with previous ap-
proaches, and set 𝐾 to numbers from 2 to 1000 in ablation studies.
We set 𝑛𝑏 = 128, and 𝑛𝑧 = 64. For Human3.6M, we set 𝜆ℎ𝑑𝑖𝑣 = 20,
𝜆𝑎𝑐𝑐 = 40, and 𝜆𝐾𝐿 = 0.5, and 𝜂 in Eq. 13 to 25. These numbers for
the HumanEva-I dataset are 100, 25, 0.1 and 20, respectively.

We implement our method in PyTorch, training it by the Adam
optimizer with a learning rate of 1𝑒 − 3 for the first 100 training
epochs. Then the learning rate starts to decrease, eventually be-
coming 7𝑒 − 4 after a total of 500 epochs of training. Following
[36, 52], for each epoch, we randomly sample 5000 samples from
Human3.6M or 2000 samples from HumanEva-I for training. The
batchsize is set to 16 for both datasets.

4.2 Comparison with Previous Approaches
We compare our method with both kinds of prediction methods: (1)
Themost recent deterministic methods including LTD [37] andMSR
[15]. (2) Stochastic methods including HP-GAN [6], Pose-Knows
[49], MT-VAE [50], BoM [7], GMVAE [16], DeLiGAN [21], DSF [51],
DLow [52], and GSPS [36]. For each input historical pose sequence,
all stochastic methods predict 50 different future sequences.

Table 1 shows comparisons among all the compared methods. On
both datasets, our method outperforms all the other approaches on
all the evaluation metrics. Since deterministic approaches can only
generate one output, the diversity of their results is 0.000. In terms of
prediction accuracy, deterministic methods are inferior to stochastic
methods too. This may be due to two reasons. Firstly, deterministic
approaches are not good at long-term prediction (e.g., more than 1
second). Secondly, stochastic methods can predict multiple results
among which there may be a very good one. Since our method is
based on DLow, let us focus on the comparisons between them. On
human3.6M, DLow achieves a diversity of 11.741, while that of our
method is 15.310, which is a very significant improvement of about
30%. Our method is also better than DLow in terms of prediction

accuracy. For ADE, our accuracy is improved by 14.9% ( 0.370 v.s.
0.425). For FDE, MMADE, MMFDE, the improvements are: 6.8%,
4.2%, and 2.9%, respectively. The comparisons on the HumanEva-I
dataset show similar trends: our method improves DLow on all
metrics. GSPS is one of the latest stochastic prediction methods
which directly predicts very diverse results as long as they are
reasonable under many prior constraints. Our method outperforms
GSPS, reaching a new state-of-the-art.

To show the quality of the predicted poses, we visualize end
poses of pose sequences predicted by DLow [52], GSPS [36] and our
method. The examples in Figure 3 show that our method produces
more diverse results than DLow and GSPS. For example, on the left,
our method can predict actions of “raising hands” and “picking up
things” (marked by red boxes). Please refer to the supplemental
video for how our method smoothly transitions the action from the
input “normal standing” to the two very different actions.

Figure 4 illustrates the holistic views of results. Given an input,
we generate 1000 results and project them into 2D space. Note that
DLow can only sample 50 results at a time. To generate 1000 results
for DLow, we repeatedly run DLow 20 times. As can be seen, our
results occupy the 2D space more evenly. Please compare regions
marked by red boxes where our method can sample points from
while DLow and GSPS cannot.

4.3 Ablation Study
Table 2 shows five groups of ablation studies that validate the
design components of our method. All models are trained on the
HumanEva-I dataset for 200 epochs.

(1) Number of basis vectors. We set 𝑀 to 20, 30, 40, 50, and
60. Overall, 𝑀 has little effect on the results. For example, APD
(i.e., diversity) varies within a narrow range of [5.929, 5.993], with
the best diversity obtained when 𝑀 = 40. MMADE and MMFDE
steadily improve as𝑀 increases. We finally choose 40 as the default
value of𝑀 . (2) Dimension size of auxiliary space. We set 𝑛𝑏 to
32, 64, 128, 256, and 512. The best APD, ADE, and FDE are obtained
when 𝑛𝑏 = 128. For MMADE and MMFDE, the best values are
obtained when 𝑛𝑏 = 256. We finally choose 128 as the default value
of 𝑛𝑏 . (3) Gumbel v.s. Gaussian and Uniform. The experimental
results validate that Gumbel-Softmax sampling strategy is better
than Uniform-Softmax and Gaussian-Softmax sampling methods
when used in our sampling process. The fact that the differences
between different sampling methods is not evident can be ascribed
to the high capability of the proposed auxiliary-space-based resam-
pling method. The space itself can be flexibly adjusted to match the
three sampling methods to output good results. (4) Using N𝜸 or
not. In this ablation study, we remove the second MLP network
N𝜸 , and directly use each row of the point matrix as a pair of A𝑘
and b𝑘 . The diversity drops significantly (expected but undesired),
while the accuracy increases. This is reasonable as diversity and
accuracy are two conflict objectives: the increase of the diversity
inevitably decreases the accuracy. We ultimately choose to inte-
grate the network into our framework to achieve higher diversity
with acceptable accuracy. (5) Diversity loss v.s. hinge-diversity
loss. We replace our hinge-diversity loss with the diversity loss
defined in Eq. 6. Note that the default weight of our hinge-diversity
loss is 𝜆ℎ𝑑𝑖𝑣 = 25. For the diversity loss, we first use a weight of
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Table 2: We perform 5 groups of ablation studies. ∗ indicates default choices. Please refer to the main text for details.

1○ Number of basis vectors 2○ Dimension of auxiliary space 3○ Sampling method 4○ 𝑁𝜸 5○ Lℎ𝑑𝑖𝑣 v.s. L𝑑𝑖𝑣
20 30 40∗ 50 60 32 64 128∗ 256 512 Gumbel∗ Gaussian Uniform w/𝑁𝜸 ∗ w/o 𝑁𝜸 Lℎ𝑑𝑖𝑣 (25)∗ L𝑑𝑖𝑣 (25) L𝑑𝑖𝑣 (1300)

APD ↑ 5.929 5.946 5.993 5.969 5.951 5.885 5.931 5.993 5.963 5.957 5.993 5.847 5.730 5.993 5.182 5.993 3.843 5.993
ADE ↓ 0.234 0.234 0.231 0.229 0.233 0.236 0.233 0.231 0.233 0.236 0.231 0.240 0.233 0.231 0.229 0.231 0.211 0.235
FDE ↓ 0.240 0.243 0.240 0.239 0.241 0.245 0.243 0.240 0.241 0.243 0.240 0.246 0.241 0.240 0.236 0.240 0.218 0.242

MMADE ↓ 0.345 0.345 0.340 0.339 0.338 0.337 0.342 0.340 0.336 0.342 0.340 0.343 0.344 0.340 0.322 0.340 0.309 0.343
MMFDE ↓ 0.321 0.319 0.313 0.315 0.312 0.312 0.318 0.313 0.310 0.316 0.313 0.320 0.323 0.313 0.298 0.313 0.287 0.321

𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 0 𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 5 𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 10 𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 20 𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 50 𝝀𝝀𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉 = 100

Figure 5: Increase 𝜆ℎ𝑑𝑖𝑣 from 0 to 100. The last poses of 50 pose sequences predicted from an input are stacked together to
illustrate the holistic view of results. Poses most similar to and different from the ground truth are highlighted.

(a) (b)

Figure 6: (a) As 𝜆ℎ𝑑𝑖𝑣 increases, APD (diversity) drastically in-
creases from 6.174 to 22.300, while accuracy decreases. (b) As
𝐾 increases, accuracy becomes better while diversity nearly
does not change.

25. However, the diversity is much lower: 3.843 v.s. our 5.993. We
increase the weight of the diversity loss to 1300 until it produces
the same diversity as ours, but now its accuracy is lower than that
of our hinge-diversity loss. These studies show our hinge-diversity
loss better prompts diversity while less affecting the accuracy.

In Figure 5, we perform an ablation study on the weight of the
hinge-diversity loss. We set 𝜆ℎ𝑑𝑖𝑣 to 0, 5, 10, 20, 50, and 100. All
models are trained on Human3.6M for 200 epochs. We stack the
end poses of all the results predicted from an input. The pose most
similar to (in black and gray) and different from (red and blue) the
ground truth are highlighted. Visually, as 𝜆ℎ𝑑𝑖𝑣 increases, more
diverse results are obtained. However, Figure 6 (a) shows that larger
𝜆ℎ𝑑𝑖𝑣 leads to lower accuracy. We finally choose 20 as the default
value of 𝜆ℎ𝑑𝑖𝑣 , obtaining both satisfactory diversity and accuracy.

In Figure 6 (b), we increase𝐾 from 2 to 1000. As𝐾 increases, ADE,
FDE, MMADE and MMFDE all decrease, meaning more accurate
results are obtained. This indicates that we can obtainmore accurate
results by sampling more of them. The diversity nearly does not

change as 𝐾 increases, which is a good property as we can obtain
diverse results with just a few samplings.

4.4 Limitations and Future Work
One limitation is that we have to adjust the weights of the loss func-
tions to make a tradeoff between diversity and accuracy, though
we note that DLow and GSPS suffer from this limitation too. An-
other limitation is that similar to DLow and GSPS our method
occasionally generates odd poses with such as slightly long bones
or unnatural actions. In the future, we can add more regularization
terms, such as the bone and angle constraints adopted by GSPS,
into our model to prevent these failures.

5 CONCLUSION
We have presented a diverse pose prediction algorithm. Our method
first generates an auxiliary space from the input, then samples
points from the auxiliary space by the Gumbel-Softmax sampling
strategy, and finally maps the points to Gaussian distributions from
which we sample latent codes and finally decode them into target
predictions. We have demonstrated the influence of the dimension
size of the auxiliary space and the number of basis vectors that
characterize the auxiliary space on the performance of our method.
We have also illustrated the effectiveness of the proposed hinge-
diversity loss in promoting diversity while persisting accuracy.
Although we only apply this method to tackle the task of stochastic
human motion prediction, we believe it can also be used to handle
many other stochastic prediction/generation problems.
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