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Abstract

In this supplementary material, we provide additional in-
formation that can not be included in the main manuscript
due to the space limit.

1. Detailed Network Design

In Figure 1, we illustrate the detailed network architec-
ture of the ML-MemAE-SC for flow reconstruction. Each
cube in the network is the output feature maps for the corre-
sponding layer. ML-MemAE-SC contains 4 levels in total.
The kernel size of all convolutional layers in the network
is fixed to 3x3. A basic convolution block contains a con-
volution layer, a batch-normalization layer and a ReLU ac-
tivation layer sequentially. The downsampling and upsam-
pling layers are implemented by stride-2 convolution and
stride-2 deconvolution, respectively. The slot number of
each memory module is fixed to 2K. Given an input flow
with size (32,32,2), the feature maps sizes of each level
are (32,32,32), (16,16,64), (8,8,128) and (4,4,256), respec-
tively.

In Figure 2, we illustrate the detailed network architec-
ture of the CVAE for flow-guided future frame prediction.
Each cube in the network is the output feature maps for
the corresponding layer. As shown, we have two encoders
Ey and I, that share similar architecture, and one decoder
D,,. Inspired by the Variational UNet proposed in [1], we
add skip connections between Fy and D, to help gener-
ating x;41. Following [1], the downsampling and upsam-
pling layers are implemented by stride-2 convolution and
subpixel convolution [6], respectively. And each Res-block
follows a similar setting as in [2]. Our CVAE model also
contains 4 levels in total, and the corresponding feature map
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sizes of each level are (32,32,64), (16,16,128), (8,8,128)
and (4,4,128), respectively. We concatenate the sampled z
with Ey(f1.¢), which are sent to the decoder. Note that we
utilize the last two bottleneck levels to estimate the distribu-
tions and sample data from them, and these two bottleneck
levels share the same layer settings (please see the code for
more details).

2. Sampling strategies during test time

Conditional variational autoencoder (CVAE), as a gen-
erative model, can produce different output results when
given different latent code during testing. We test two
sampling strategies: (1) stochastical way, i.e. sampling z
from the posterior distribution ¢(z|x1.¢, y1.:) randomly and
(2) deterministic way, i.e. using the mean of the poste-
rior distribution g(z|z1.+,y1.+) as the sampled z. For the
UCSD Ped?2 [5] dataset, the AUROC of the latter strategy is
99.3078%, while the former way gives performance rang-
ing from 99.3065% to 99.3089%. This demonstrates that
our model is robust though the predicted future frame is
slightly different. But we still adopt the latter strategy to
get statistically stable performance.

3. Number of reconstructed flows to CVAE

We have ¢ previous frames and ¢ corresponding optical
flows (t = 4 in our setting). We explore the performance
of our method when inputting different number of recon-
structed flows into the CVAE based prediction module. For
example, we can input all ¢ reconstructed flows into CVAE,
or just 1 reconstructed flow but ¢ — 1 original flows into
CVAE. As shown in Table 1, there are totally 4 variants.
The results show that our method with all the four recon-
structed flows achieves the best VAD performance.
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Figure 1: Detailed network architecture of the ML-MemAE-SC for flow reconstruction.
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Figure 2: Detailed network architecture of the CVAE for flow-guided future frame prediction.

Table 1: Different number of reconstructed flows input into
CVAE. As an example, orig.{1 :t—1} recon.{t} means
the flows from 1 to ¢ — 1 are original flows and the flow
at time ¢ is reconstructed, which are fed into CVAE for the
future frame prediction. Results are obtained on Ped2.

orig.{1:t-1} | orig.{1:t-2} | orig.{1:t-3} | orig.{1:t-4}
recon.{t} |recon.{t-1:t} |recon.{t-2:t} | recon.{t-3:t}

AUROC| 98.70% 98.92% 99.25% 99.31%

4. Evaluation on UCF Crime

The three VAD datasets evaluated in the paper consist
of surveillance videos with static backgrounds, for which
anomalies come from dynamic foreground objects. There-
fore, we extract STCs and process each foreground object
separately. But our method can also be applied to the en-
tire video frames. To show this, we conduct experiment on
UCF-Crime dataset [7]. We select 10 videos for training

and 6 for testing from UCF-Crime dataset. To be more spe-
cific, the training videos are Normal_Videos165, 256, 267,
269, 279, 301, 355, 358, 489, 624, and the test videos are
Arson011, Explosion004, Explosion008, Explosion013, Ex-
plosion021, Shooting008. We train the proposed HF?-VAD
model on the entire frames and the AUROC result is 83.50%
while that of VEC [8] is 81.12%.

5. Anomaly Detecting Cases

We visualize more anomaly detection examples of the
proposed HF?-VAD framework, showing some anomaly
curves in Figure 3a, 3b-3c and 3d-3f for UCSD Ped?2 [5],
CUHK Avenue [3] and ShanghaiTech [4], respectively. In
each subfigure, the red boxes in video frames denote the
ground truth abnormal objects, and we plot the anomaly
score of each frame over time. For a specific video, we cal-
culate the AUROC under different model settings (higher
AUROC means better anomaly detecting accuracy). We
can observe that HF>-VAD w/o FP or HF?-VAD w/o FR



can already detect most abnormal cases. Combining flow
reconstruction and reconstructed-flow guided future frame
prediction, the HF?-VAD performs even better, producing
relatively lower scores in the normal intervals and higher
scores in the abnormal intervals.

6. More Qualitative Examples

We show more qualitative results of our proposed HF?-
VAD in Figure 4, demonstrating some flow reconstruction
examples and frame prediction examples. As can be seen,
given a video event (i.e., flow spatial-temporal cube and
frame spatial-temporal cube), the output of ML-MemAE-
SC are inclined to be reconstructed as a combination of
some normal motion patterns. We can clearly see that the
normal flow patches are reconstructed well while the ab-
normal ones are not, which is an apparent clue to detect
anomaly. Using the reconstructed motion as condition, the
predicted future frame for abnormal event is significantly
different from the actual future, making it easier to be de-
tected.
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(a) Ped2 test video 01 with abnormal event: bicycle riding.
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(b) Avenue test video 06 with abnormal events: wrong direction and throwing backpack.
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(c) Avenue test video 12 with abnormal event: throwing backpack.
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(d) ShanghaiTech test video 00_-0052 with abnormal event: bicycle riding.
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(e) ShanghaiTech test video 05_0024 with abnormal event: fighting and chasing.
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(f) ShanghaiTech test video 08_0079 with abnormal event: running.

Figure 3: Anomaly detecting examples on USCD Ped?2 [5], CUHK Avenue [3] and ShanghaiTech [4]. The horizontal axis
denotes time, while the vertical axis denotes anomaly score (higher value indicates more possible to be abnormal). The values
in the upper left corner denote AUROCS under different model settings. Best viewed in color.
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Figure 4: Visualization of some flow reconstruction and future frame prediction examples on UCSD Ped2 [5], CUHK Av-
enue [3] and ShanghaiTech [4] datasets. For each dataset, from left to right, we sequentially show the ground-truth flow,
reconstructed flow, ground-truth future frame, predicted future frame and the prediction error map, respectively. The top
and bottom regions show normal and abnormal samples respectively. The lighter color in the difference maps denotes larger
prediction error. Best viewed in color.




