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Abstract
In this supplementary, we provide the method of image visualization, detail information about the used datasets, network
architectures, as well as more visual comparison results. Note that we do not put all these materials in the main paper due to
the page limits.

1. Image Visualization

1.1. Visualizing HDR Images in LDR Format

As HDR images can’t be displayed on common devices, we use
linear mapping with a limited dynamic range at a certain expo-
sure to compare HDR images in LDR format. Specifically, we
use the preview window of the LuminanceHDR software (http:
//qtpfsgui.sourceforge.net) as the tool for visualizing
HDR images. As shown in Fig. 1, we can use different exposures
to present the overall information of HDR images as much as pos-
sible.

1.2. Visualizing LDR Images at the Adjusted Exposure

In order to highlight the difference between LDR images and HDR
images more clearly, we also reduce or increase the exposure of
LDR images for visualizing some figures in our paper. We com-
plete the exposure reduction by scaling the LDR image in linear
RGB space. Specifically, we first normalize the LDR image from
the range [0,255] to [0,1], and then convert it from sRGB color
space to linear RGB color space using the following formula:

Ilinear =

{
Is

12.92 , if 0 ≤ Is ≤ 0.04045

(
(Is+0.055)

1.055 )2.4, if 0.04045 < Is ≤ 1
(1)

Then we can adjust the exposure of LDR image in the same way as
HDR image. For example, in Figure 1 of our paper, the left "Input
LDR" shown on paper is the reduced version of the actual input
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image, and the right "Our result" is the output HDR image at the
same dynamic range and reduced exposure.

2. Datasets

For the readers’ convenience, we summarize the used datasets ac-
cording to the data type in Table 1. In this table, we provide the
URL line to access the data source for each dataset.

3. Network Architecture Details of LANet

We implement our network architecture in Tensorflow and Tensor-
layer. The resolution of the input images is any size greater than
256× 256, and the output images are the same size as the input.
During the training stage, the size of images is set to 256× 256.
Before inputting the images to the network, we first converted
them from sRGB color space to linear RGB space using the above
method, then normalized them to [−1,1] as the final inputs for our
network. The output HDR images from the network are in the log-
arithmic domain and need an exponential operation to get the final
result. Here we describe our network architecture in detail. We first
define some operations as follows:

• Rx: Denoting the residual block in our network. We use the first
five convolutional layers of ResNet50 [HZRS16] with the ver-
sion of "Relu before addition" [HZR16] as the structure of five
residual blocks in our network and define them in turn as R1 to
R5.

• C(s,k): Denoting Relu-Convolution-InstanceNorm layer with
filters size s× s and output channels k.

• DC(s,k): Denoting Relu-Convolution-InstanceNorm layer with
convolution stride 2, filters size s× s and output channels k.

• UC(s,k): Denoting Upsample-Relu-Convolution-InstanceNorm
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dynamic range

Figure 1: An HDR image shown in LDR format at different exposures. The histogram bar represents the distribution of the HDR image on the
log scale. The range marked in blue indicates the dynamic mapping range and the position indicates the exposure. Note that here "Mapping:
gamma 2.2" means mapping the linear result of LDR image on a display which gamma is 2.2.

Table 1: The list of HDR datasets we use in our experiments.

Type Dataset Name Source Number

Pano

Laval Indoor HDR Dataset http://indoor.hdrdb.com 2233
Laval Outdoor HDR Dataset http://outdoor.hdrdb.com 205
HDRI Haven https://hdrihaven.com/hdris 322
sIBL http://www.hdrlabs.com/sibl/archive.html 79

Img

HDR Photographic Survey http://rit-mcsl.org/fairchild/HDR.html 105
Funt et al. HDR Dataset https://www2.cs.sfu.ca/~colour/data/funt_hdr/#DATA 105
Stanford HDR Data http://scarlet.stanford.edu/~brian/hdr/hdr.html 88
Ward http://www.anyhere.com/gward/hdrenc/pages/originals.html 33
HDR-Eye https://www.epfl.ch/labs/mmspg/downloads/hdr-eye/ 42

Video LiU HDRv http://hdrv.org/Resources.php 10

layer with a nearest-neighbor upsample which stride equals to 2,
filters size s× s and output channels k.

• SCx(k): Denoting the skip connection layer with output channels
set to k. For SC1 to SC5, the skip connections are used from R1 to
R5 respectively. They first apply a C(3,k) for each skip connec-
tion, then concatenate them with the output from last layer and
apply a C(1,k) to get the final outputs. For SC0, it directly con-
catenates the network inputs with the LAM outputs, then applies
a C(3,k) to get the final network outputs.

Then the whole network with the HDR reconstruction stream is
defined as:

(Inputs) - R1 - R2 - R3 - R4 - R5 -

DC(3,1024) - DC(3,1024) - UC(3,1024) -

UC(3,512) - C(3,512) - SC5(512) -

UC(3,256) - C(3,256) - SC4(256) -

UC(3,128) - C(3,128) - SC3(128) -

UC(3,64) - C(3,64) - SC2(64) -

UC(3,64) - C(3,64) - SC1(64) -

LAM - SC0(3) - (Outputs)

And the luminance segmentation stream is defined as:

(SC3(128)) - UC(3,64) - C(3,64) - UC(3,64) -
UC(3,3) - (Seg. Outputs)

4. More Visual Comparision Results

We show more qualitative comparison detail results of predicted
HDR images in Figure 2 to 5 and results of predicted HDR panora-
mas in Figure 6 to 8, which represent the performance of our
method under different exposure conditions.
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Figure 2: Comparision on indoor scene at different visualization exposures.
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Figure 3: Comparision on outdoor scene at different visualization exposures.
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Figure 4: Comparision on night scene at different visualization exposures.

© 2021 The Author(s)
Computer Graphics Forum © 2021 The Eurographics Association and John Wiley & Sons Ltd.



H. Yu & W. Liu & C. Long & B. Dong & Q. Zou & C. Xiao / Supplementary for “Luminance Attentive Networks for HDR Image and Panorama Reconstruction”

In
p

u
t

G
ro

u
n

d
 t

ru
th

LA
N

et
Ex

p
an

d
-N

et
H

D
R

-C
N

N
D

rT
M

O
KO

EO
Orig. exposure -2 stops -4 stops +4 stops

Sa
n

to
s 

et
 a

l.
Li

u
 e

t 
a

l.

Figure 5: Comparision on extreme highlight scene at different visualization exposures.
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Figure 6: Comparision on rendering result of predicted panoramas.
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Figure 7: Comparision on rendering result of predicted panoramas.
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Figure 8: Comparision on rendering result of predicted panoramas.
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